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Abstract: Binding affinities of (R,R)-1,2-cyclohexanediamine (R) to (R,R)-1,2-cyclopentanediol (R5) and (S,S)-1,2-
cyclopentanediol (S5) and to the corresponding cyclohexanediols (R6 andS6) have been measured in benzene and in
CCl4 at 298 K by microcalorimetry, and unexpected differences between the diastereomeric complexes are observed.
Long time scale (0.1µs) molecular-dynamics simulations of the two smaller diastereomeric complexes,R/R5 and
R/S5, in a simplified solvent model are reported. A direct free energy calculation gives results in good agreement
with the experimental values measured in benzene for the first pair, but nearly identical results for the second pair,
which is at variance with experiment. A systematic analysis of the dependence of simulation results on model
parameters is performed, and no possibility is found to improve the enantioselectivity by parameter tuning. Other
possible causes for discrepancies are specific solute-solvent or solvent-solvent interactions, electronic charge
redistribution effects, or formation of clusters of more than two molecules. Owing to the long time scales reached,
a well-converged picture of the dynamics is obtained, and the species present at equilibrium can be studied in detail.
The average lifetime of the complex is found to be about 200 ps, whereas that of a hydrogen bond is only about 5
ps. Besides the unbound state, the dominant species observed in the simulations for both diastereomeric pairs are
singly hydrogen-bonded complexes, with a clear preference for a O to Nover the N to O hydrogen bond. Many
other hydrogen-bonding patterns (bridged, double) are also observed in minor amounts.

Introduction

Diastereomeric interactions are of general interest in both
biochemistry and organic chemistry.1-3 In biochemistry they
determine enantioselectivity of substrate binding to proteins, e.g.,
enzymes,4-6 antibodies7-9 or sensorial receptors,10-14 and in
organic chemistry their action in the ground state or in the
transition state leading to products is at the origin of the
enantioselectivities observed in organic or enzyme catalyzed
reactions.3,15-17 Due to the high directionality of the hydrogen
bond,18,19 hydrogen-bonded diastereomeric interactions often

play a key role in both domains.20-23 Their study by experi-
mental and theoretical24,25 techniques is therefore of great
interest.
One approach to studying these interactions is to measure

by NMR titration or calorimetric techniques26 the binding
affinities of diastereomeric complexes of small organic mol-
ecules. A variety of such complexes have been studied as model
compounds by microcalorimetric methods.27 The measured
thermodynamic parameters for binding sometimes display
dramatic differences for the two diastereomeric pairs. For
example, the binding affinities of (R,R)-1,2-cyclohexanedi-
amine (R) to (R,R)-1,2-cyclopentanediol (R5) and to (S,S)-1,2-
cyclopentanediol (S5), measured in benzene, show unexpected
differences (Figure 1).S5 binds toR with an enthalpy change
(∆Hb) about 20 kJ/mol lower and an entropy change (∆Sb) about
80 J/(K‚mol) lower than its enantiomer. The cyclohexanediols
R6 andS6 (Figure 1) behave similarly. When the solvent is
changed from benzene to CCl4, the enthalpy and entropy
changes upon binding are somewhat reduced in magnitude, as
well as the differences in these quantities for the diastereomeric
pairs. The general behavior of these systems is, however,
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qualitatively the same as in benzene. The essential point is that
R/Scoupling between the components with respect to theirR/R
coupling turns out to be energetically abouttwiceas favorable,
but entropically less favorable (by a factor of 3-4 depending
on the solvent). The observation of such differences, despite
the apparent simplicity of the systems, is appealing for a
theoretical rationalization.
In the present work, diastereomeric affinities ofR and the

smaller diolsR5 and S5 are studied by molecular dynamics
simulations in a simplified solvent. Although simulation in
explicit benzene solvent is in principle possible, it is compu-
tationally very expensive. A significant equilibration time would
be required, and the solvent molecule would be about the same
size as the solute molecules. The use of an all-atom CCl4 model
would be computationally more tractable, but may still be an
unnecessary complication. Hydrogen bonding affinities for
neutral monofunctional compounds in CCl4 solution seem, as
in the gas phase, to be essentially an intrinsic property of the
donor and acceptor present,28,29 suggesting the absence of
specific solute-solvent interactions in this solvent. On the other
hand, the results presented in Figure 1 indicate that the solvent
has a quantitative effect on the studied equilibria, but does not
affect the qualitative trends observed. It may therefore seem
reasonable to assume that the causes of the binding enantiose-
lectivity are essentially steric. Thus, the choice was made to
use the simplest explicit apolar solvent model available: a
(neutral) one site model30,31 for CCl4. This was considered to
be a reasonable compromise between vacuum and its distortive
effects on the one hand and an explicit all-atom treatment of
benzene or CCl4 on the other.
The main assumptions underlying the model used for the

simulations are as follows:
A. The solvent can be considered as an apolar medium of

non-zero viscosity but of relative permittivity 1 with no specific
solute-solvent interaction other than van der Waals interaction.

B. Two isolated molecules are representative for the overall
equilibrium state, i.e., no larger clusters occur.
C. Simulation of a periodic system with a given solute

concentration in the box can be used to mimic a bulk solution
of the same concentration.
D. Hydrogen bonding and other interactions can be ad-

equately modeled by a sum of pairwise point charge interactions
and van der Waals repulsions.
The simplified solvent model used here allows long time scale

simulations (up to 0.1µs) to be performed. Sufficient statistics
can be gathered to obtain a detailed and well-converged picture
of the equilibrium properties and the dynamics of the system.
Species present at equilibrium can be studied exhaustively, and
the free energy of binding can be estimated by direct counting.
The latter method was chosen instead of using of a biasing
potential energy function (e.g., umbrella sampling) for the
following reasons: (i) the relatively low computational expenses
of this simulation allow one to reach sufficiently long time scales
for direct counting to be applied, (ii) since the biasing potential
energy function would restrict the space to be sampled, a
particular function may leave out relevant parts of space from
the sampling, (iii) when the bound state is not exactly known,
an appropriate biasing function may not easily be designed, and
(iv) the biasing function would distort the dynamics of the
system.

Experimental Methods

Apparatus. The microcalorimetric measurements were performed
at 298 K with the LKB 2277 “thermal activity monitor (TAM)” operated
in the flow mode. The two solutions containing the diamine and the
diol, respectively, were injected into the reaction chamber with HPLC
pumps LKB 2150. Their optimal internal working pressure of 2 bar
was built up by using needle valves which where attached at the exit
nozzle. For the solutions to reach thermal equilibrium before entering
the reaction chamber, the total flow rate of the pumps was kept below
0.6 mL/min. The neutralization reaction of sulfuric acid with sodium
hydroxide was employed for the calibration procedure.32,33 More details
about measurements of this kind can be found elsewhere.34-37

Chemicals. (R,R)- and (S,S)-1,2-cyclopentanediol,R5 and S5,
respectively, were dried under vacuum. (R,R)- and (S,S)-1,2-cyclo-
hexanediol,R6 andS6, respectively, and (R,R)-1,2-cyclohexanediamine
(R) were sublimed. These five compounds allow the study of the
following diastereomeric complexes:R/R5, R/S5, R/R6, and R/S6
(Figure 1). For the complexes involving the cyclohexanediols, the
enantiomeric diamine (S) was also employed. This provided an internal
consistency check, given that the results forR/R6 andS/S6, as well as
for R/S6 andS/R6, must be equal. Benzene (Fluka puriss.) was stored
over molecular sieves and used without further purification. CCl4

(Fluka puriss.) was washed with 2 M NaOH, dried with MgSO4,
distilled under argon, and stored over molecular sieves. The destilled
water needed for the calibrations was freed from CO2 by boiling for
0.5 h and purging with N2 for 1 h. All solutions were stored under N2
and degassed before use to prevent valve malfunction in the pumps.
Solvents were changed stepwise by using intermediate mixtures to
prevent pressure variations in the pumps which resulted in irregular
flows. The water content of the solutions was controlled by Karl
Fischer titration; it did not exceed 50 ppm.
Data Treatment. The present work follows the so-called “entropy

titration method”.26,34 The concentration of the reactants was kept below
10-2 M in order to approach ideal conditions where the thermodynamic
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Figure 1. R/R5, R/S5, R/R6, andR/S6 complexes together with the
experimental results for the thermodynamic parameters in benzene and
in CCl4 at 298 K.Kb is the equilibrium constant for binding.∆Gb is
the binding (Gibbs) free energy.∆Hb is the binding enthalpy.∆Sb is
the entropy change upon binding.
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quantities do not require corrections due to non-ideality. In line with
this expectation, the heats of dilution obtained in this concentration
range turned out to be negligible for both solvents used. This
observation furthermore suggests that no particular solute-solvent
interactions or solute self-associations must be taken into account in
the elucidation of the association constants. The raw data were fitted
on the basis of a 1:1 association model. Job plots26 indicate that
equimolar amounts of the components associate to an:n complex.
However,n ) 1 could not be rigorously established.
The fitting problem turned out to be difficult due to the low

equilibrium concentration of the complexes. To increase the signifi-
cance of the results, different fitting algorithms were employed.
Equally, to reduce the probability of arriving at a false minimum, several
fits were executed with different values forKb and∆Hb to initiate the
iterations. These were chosen within a very broad (though chemically
still reasonable) range. The computer fits were backed by visual
inspection of the data with use of Drago-plots.26

Molecular Model and Computational Procedure. All simulations
were performed by using the GROMOS87 force field38,39and a modified
version of the GROMOS87 simulation program adapted for fast
computation with a neutral solvent. Four configurations of the solute
were used as starting points for the simulations: two involvingR with
the two vicinal amino groups in equatorial position, andR5 (simulation
A) or S5 (simulation B), and two involvingR with the two amino groups
in axial position, andR5 (simulation C) orS5 (simulation D). The
conformation of the six-membered ring is determined by 3-fold
degenerate C-C-C-C torsional dihedral angle potential energy terms
(multiplicity 3), which allow chair-chair interconversions.40 The
equilibrium conformation of the amino groups is equatorial-equatorial.
To enforce an axial-axial conformation, the C-C-C-C dihedral angle
potential energy term controlling the orientation of the amino groups
was changed to a non-degenerate sinusoidal function (multiplicity 1),
and the corresponding force constant increased from 5.86 to 20.0 kJ/
mol.
The simulations for each of the four cases were set up as follows.

Coordinates were generated for the complex and energy minimized.

The solute was then immersed in a truncated octahedron box corre-
sponding to a cube of edge length 4.33 nm containing 252 united atom
CCl4 solvent “molecules”. These are neutral Lennard-Jones particles
with a repulsion parameterC12

1/2 ) 0.07545 [kJ/(mol‚nm12)]1/2 and a
dispersion parameterC6

1/2 ) 0.5155 [kJ/(mol‚nm6)]1/2 (ref 30). The
density of the system was 1595 kg/m3, very close to the experimental
value for the pure solvent. The system was relaxed for 1 ns, and 100
(simulations A and B) or 50 ns (simulations C and D) production runs
were performed.
For all simulations, the bond lengths were constrained by application

of the SHAKE procedure41 with a relative tolerance of 10-4. Non-
bonded interactions were handled by means of a twin-range method,42

the nonbonded pair list being updated every step. Taking advantage
of the neutrality of the solvent, the long-range cutoff radius was set to
1.875 nm, the maximal possible cutoff radius within the simulation
box. To speed up the calculation and reach longer time scales, the
short-range cutoff radius was set to 0.8 nm, which is slightly more
than three times the “radius” of the solvent “molecule” (1/2σLJ ) 0.264
nm), but shorter than the value used previously for this model.30,31 A
time step of 2 fs was chosen for integrating the equations of motion.
The temperature was maintained at 298 K by weakly coupling the
system to an external temperature bath43 with a coupling constantτT
) 0.1 ps. The simulations were performed at constant volume. Center
of mass motion was removed every nanosecond. The solute coordinates
were saved every 0.05 ps for analysis. The computation time on a
Silicon Graphics Power-Challenge XL computer, using two processors
in parallel, amounted to 2.5 h for 1 ns.

Results

Population Analysis. A reaction coordinateê was defined
as the minimal distance between a hydrogen attached to any of
the two oxygens of the diol and the closest nitrogen (nearest
image). The evolution of this reaction coordinate as a function
of time for simulation A is displayed in Figure 2a, together with
the evolution of the (solutes) Coulombic interaction energy
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Figure 2. EquatorialR/R5 case (simulation A): time evolution of (a) the reaction coordinateê(t), (b) the Coulombic energyVcb(t), and (c) the total
potential energyV(t) of the system. The bottom of part a shows the bound/free status of the system (arbitrary units) obtained by using an allowed
excursion time (tex) of 2.0 ps for modeling the evolution ofê(t). The reaction coordinateê(t) is defined as the minimal H(O) to N distance.
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(Figure 2b) and the total potential energy of the system (Figure
2c). The correspondence between the two upper curves
confirms that, from an energetical point of view,ê is a
reasonable reaction coordinate for analyzing the evolution of
the system. Note that the Coulombic interaction energy is most
of the time positive due to intramolecular interactions between
like charges in the two vicinal groups of the two molecules.
This does not matter since only relative variations in energy
are relevant. The fluctuations in the electrostatic energy remain
small, however, in comparison to the fluctuations in the total
potential energy of the system. As can be seen from Figure
2a, binding of the two molecules is essentially an on-off
process, about 25-30 hops being observed during the 100-ns
simulation. Results for simulations B-D (not shown) are
qualitatively very similar.
The probability density distribution, p(ê), corresponding to

the chosen reaction coordinate, was evaluated by using

where ê′(τ) is the value of the reaction coordinate in the
configuration or frameτ of the simulation,Nframes is the total
number of time frames in the trajectory (2× 106 for simulations
A and B and 106 for simulations C and D), dê is the window
length of the analysis (0.01 nm), and〈...〉 denotes ensemble
averaging over the trajectory. The windowing function dσ(ê′;
ê,dê) selects trajectory framesτ with reaction coordinateê′(τ)
belonging to a window of lengthdê aroundê, that is

The probability densityp(ê) is displayed together with its
integral in Figure 3a for simulation A. The results for

simulations B-D are qualitatively very similar. The bound state
is visible as a sharp peak (left-hand side), corresponding to the
narrow region of enthalpically favored states. A low probability
region aroundê ) 0.5 nm separates it from the free state, visible
as a broad (right-hand side) maximum. The finding that the
probability distribution for the free state contains a maximum
is solely due to the finite size of the system. At the right-hand
side of the minimum (0.5 nm), the probability starts to increase
with ê for entropic reasons (the number of accessible states is
proportional to ê2dê). The nearest box wall is, however,
encountered at distanceê ) 1.875 nm, and past this distance
the number of accessible states decreases again, since either
the molecule is located in a corner region of the box (volume
decreasing withê) or a molecule pair consisting of different
periodic images is selected andê is thereby reduced or “folded
back” to lower values. For the rest of the analysis, the bound
and free states of the system were formally distinguished by
using distanceêcut ) 0.5 nm. Around this value the integral of
p(ê) (Figure 3a) shows a weak dependence onê, and thus the
precise choice ofêcut is not essential. The corresponding bound
and free population fractions,RboundandRfree, are evaluated as

whereê′(τ) is the value of the reaction coordinate in frameτ of
the simulation,êcut ) 0.5 nm, hf (ê′; êcut) is the Heaviside
function, that is

which selects trajectory framesτ with reaction coordinateê′(τ)
aboveêcut, andhb(ê′; êcut) is defined ashb ≡ (1 - hf). From
the definitions in Equation (3) follows immediately thatRbound

+ Rfree ) 1. Values of the population fractions calculated for
the four simulations are reported in Table 1.
Thermodynamic Properties. Given the fractionsRboundand

Rfree of bound and free species, the equilibrium constant for
binding can be calculated as

where co is the overall concentration of the solute,NA is
Avogadro’s number, andVbox is the volume of the simulation
box. The definition ofco given in equation 5 appeared to be
the most straightforward, but the relation to its macroscopic
counterpart is not straightforward since the simulated system
is periodic, whereas a real solution is not. If one molecule
moves, while the other is static, the first one will always
encounter a periodic image of the second one at regular
locations, and always with the same orientation, which is not
the case in reality. Thus an entropic contribution may be missed.
We shall assume that the effect of this is small.co evaluates to
0.041 M, which is about one order of magnitude higher than

Figure 3. EquatorialR/R5 case (simulation A): (a) probability density
distributionp(ê) (s) from eq 1, together with its integralP(ê) (- - -),
and (b) average total potential energy profileVh(ê) (s) , together with
the population weighted integralsUbound(ê) (- -) andUfree(ê) (- - -)
from eqs 8 and 9.ê is the reaction coordinate (minimal H(O) to N
distance), and the averaging window length dê is 0.01 nm.

p(ê) )
1

dê

1

Nframes
∑
τ)1

Nframes

dσ(ê′(τ); ê,dê) )
1

dê
〈dσ(ê′(τ); ê,dê)〉

(1)

dσ(ê′; ê,dê) ) 1 if ê e ê′ < ê + dê

dσ(ê′; ê,dê) ) 0 otherwise (2)

Rbound)∫0êcutp(ê) dê )
1

Nframes
∑
τ)1

Nframes

hb(ê′(τ); êcut) )
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1
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∑
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hf(ê′(τ); êcut) )
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dσ(ê′; ê,dê) ) 1 if ê′ > êcut
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∞
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Rbound

Rfree
2

with co ) 1
NAVbox

(5)
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the concentrations used in the experiment. The corresponding
Helmholtz (NVT) free energy change upon binding is

wherekB is Boltzmann’s constant andT is the temperature of
the system (298 K).
The calculation of the internal energy change upon binding

requires in principle the profile of the average total energy
(Hamiltonian) along the reaction coordinate. However, since
the temperature is held constant, the kinetic energy is indepen-
dent ofê. Thus, it is sufficient to consider the average potential
energy profile,Vh(ê), defined as

whereV(τ) is the total potential energy of the system in frame
τ of the simulation. The internal energies of the free and bound
states will depend on the cutoff distanceê and can be calculated
by using the population weighted integrals

and

whereC is an undetermined constant, which includes the kinetic
energy. The energy change upon binding is then

The values ofUbound(ê) andUfree(ê) are displayed together with
Vh(ê) in Figure 3b for simulation A. The corresponding graphs
for the three other simulations are essentially identical, but with
a different offset in the energy. TheVh(ê) curves for simulations
C and D (axial-axial diamine) are on average about 160 kJ/
mol higher than those for simulations A and B (equatorial-
equatorial diamine), due to different C-C-C-C torsional force-
field parameters for the diamine. The form and magnitude of
the curves are, however, very similar. In all cases, the potential
energy profile is nearly flat for distances larger than about 0.5-
0.6 nm, indicating that entropy essentially governs the behavior
of the system above these distances. Below this value, a
significant dip of 25-30 kJ/mol is observed, corresponding to
the formation of the complex. The rapid increase for very short
distances (<0.2 nm) corresponds to unfavorable molecular
contacts, occurring when the two molecules are squeezed against
each other. The value of∆Ub (i.e. the difference between the
Ubound(ê) andUfree(ê) curves in Figure 3b) is again relatively
insensitive to the exact value ofêcut around 0.5 nm. Since∆Ab
and∆Ub are known, the entropy change upon binding can be
estimated by using

Table 1. Thermodynamic Parameters for Binding (Experimental and Calculated) for the Different Simulationsa

Rbound

Kb

(1/M)
∆Ab

(kJ/mol)
∆Ub

(kJ/mol)
∆Sb

(J/(K‚mol)) FFP
d∆Ab/dλ
(kJ/mol)

d∆Ub/dλ
(kJ/mol)

d∆Sb/dλ
(J/K‚mol))

R/R5Complex
exp benzene 40 -9.3 -20.2 -36.4
exp CCl4 97 -11.5 -17.6 -20.3
simulation A 0.550 66.2 -10.4 -22.6 -41.0 qH(N) -40.0 -65.2 -84.7

qH(O) -40.6 -60.9 -68.0
ktors(CCOH) -0.015 -0.190 -0.586

simulation C 0.383 24.6 -7.9 -17.7 -32.8 qH(N) -27.1 -45.5 -61.5
qH(O) -27.5 -43.3 -52.9
ktors(CCOH) -0.082 -0.376 -0.984

R/S5Complex
exp benzene 15 -6.8 -41.7 -116.3
exp. CCl4 53 -10.0 -34.3 -81.2
simulation B 0.508 51.2 -9.8 -21.6 -39.7 qH(N) -37.7 -59.0 -71.5

qH(O) -37.9 -52.5 -49.0
ktors(CCOH) -0.009 -0.146 -0.460

simulation D 0.437 33.7 -8.7 -18.4 -32.3 qH(N) -28.3 -46.4 -60.8
qH(O) -28.3 -44.3 -53.9
ktors(CCOH) -0.076 -0.264 -0.632

a Simulation: A and C) R/R5, equatorial (A, 100 ns) or axial (C, 50 ns), B and D) R/S5, equatorial (B, 100 ns) or axial (D, 50 ns). Experimental
values are in benzene or CCl4 at 298 K.Rboundis the fraction of bound species from eq 3.Kb is the equilibrium constant for binding, from eq 5.∆Ab
is the free energy change upon binding, from eq 6.∆Ub is the internal energy change upon binding, from eq 10.∆Sb is the entropy change upon
binding, from eq 11. FFP is the force-field parameterf for which first-order extrapolation is calculated.λ is a scaling factor defined asf/fo where
fo is the reference (actual simulation) value.qH(N) is the charge of a hydrogen in the amino groups. (qH(N))o ) 0.415 e.qH(O) is the charge of a
hydrogen in the hydroxyl groups. (qH(O))o ) 0.398 e.ktors(CCOH) is the force constant for the C-C-O-H torsional dihedral potential. (ktors(CCOH))o
) 1.254 kJ/mol. d∆Ab/dλ, d∆Ub/dλ, and d∆Sb/dλ are the corresponding estimated changes with respect to the selectedλ scaling factor, from eqs
B.2, B.4, and B.5. The experimental values correspond to measures at constant pressure, and thus∆Gb and∆Hb are actually measured instead of
∆Ab and∆Ub. The values for simulations B and D are not corrected by the equatorial-equatorial to axial-axial isomerization energy,∆Aiso g 11.8
kJ/mol.

∆Ab ) -kBT ln Kb ) -kBT[-ln co + ln Rbound- 2 ln Rfree]

(6)

Vh(ê) )

∑
τ)1

Nframes

V(τ) dσ(ê′(τ); ê,dê)

∑
τ)1

Nframes

dσ(ê′(τ); ê,dê)

)
〈V(τ) dσ(ê′(τ); ê,dê)〉

〈dσ(ê′(τ); ê,dê)〉

(7)

Ubound(ê) )∫0êp(ê′) Vh(ê′) dê′/∫0êp(ê′) dê′ + C

)

∑
τ)1

Nframes

V(τ) hb(ê′(τ); ê)

NframesRbound

+ C)
〈V(τ) hb(ê′(τ); ê)〉

〈hb(ê′(τ); ê)〉
+ C

(8)

Ufree(ê) )∫ê∞
p(ê′) Vh(ê′) dê′/∫ê∞

p(ê′) dê′ + C

)

∑
τ)1

Nframes

V(τ) hf(ê′(τ); ê)

NframesRfree

+ C)
〈V(τ) hf(ê′(τ); ê)〉

〈hf(ê′(τ); ê)〉
+ C

(9)

∆Ub ) Ubound(êcut) - Ufree(êcut), êcut ) 0.5 nm (10)

∆Sb ) 1
T
(∆Ub - ∆Ab) (11)
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The cumulative time averages ofKb, ∆Ab, ∆Ub, and∆Sb for
simulations A and B are displayed in Figure 4a-d. Kb (and
thus∆Ab) converges in a stepwise manner, a consequence of
the equilibrium being considered as an on-off process. ∆Ab
appears to be converged within 1-2 kJ/mol at the end of the
100-ns simulations. The thermodynamic parameters calculated
over the whole simulation time in the four cases are reported
in Table 1. In both the equatorial and axial cases, the differences
observed in the experimental thermodynamic parameters for
binding (either in benzene or in CCl4), ∆Hb and∆Sb, are not
reproduced in the simulations. The correct enantiospecificity
is obtained in the equatorial (simulations A and B) case, but
the difference in affinities between the diastereomeric pairs is
smaller than that in the experiment. The thermodynamic
parameters obtained for the equatorialR/R5 case (simulation
A) are in rough agreement with the experimental values
measured in CCl4, and in good agreement with the values
measured in benzene, but those calculated for the diastereomeric
pair are essentially identical. In the axial case (simulations C
and D), the thermodynamic parameters are also very similar
for both diastereomeric pairs. Although the entropy decrease
is marginally higher (6-8 J/(K‚mol)) upon binding than in the
equatorial case, the binding enthalpy, however, is significantly
higher (3-5 kJ/mol). Moreover, the axial-axial conformer of
the diamine is not the one present in solution at equilibrium,
and the conformational work for isomerization,∆Aiso, should
be included in the calculated affinities. For a single amino
group, the equatorial to axial isomerization energy in CD2Cl2
amounts to44 5.9 kJ/mol and twice this value is a lower bound
to ∆Aiso. Considering this, the possibility of an axial mode of
binding for both molecular pairs under study can safely be
discarded. If the equatorial mode of binding is the correct one,
the discrepancy observed between theory and experiment for
the equatorialR/S5 case can be due to (i) the incapacity of the
model itself to mimic reality or (ii) the inaccuracy of the model
parameters. These possibilities will be discussed in the fol-
lowing subsections.
Sensitivity of the Thermodynamic Properties to Selected

Model Parameters. Consider a macroscopic observableX(λ),
depending on a force field parameterλ. Let us assume that
X(λ) is the (canonical) ensemble average of an instantaneous
microscopic variablex(qb,pb;λ) depending on the coordinate vector

qb and momenta pb of the atoms in the system, and possibly on
λ, i.e. that

whereH(qb,pb;λ) is theλ-dependent Hamiltonian of the system,
kB is the Boltzmann constant, andT is the temperature. There
are two approaches to extrapolate the behavior ofX(λ) from a
single reference simulation:45 (i) use of the perturbation formula,
or (ii) development of the function in a Taylor series. The
formalism corresponding to the use of the perturbation formula
is summarized in Appendix A. The ensemble averages of eq
A.3 and eq A.4, together with eq 11, give an estimate of the
thermodynamic parameters for binding,∆Ab(λ), ∆Ub(λ), and
∆Sb(λ), at anyλ. Additionally, it is useful to have some measure
of the reliability of the estimates. Such a measure is proposed
in Appendix C in the form of a homogeneity function,h(λo,λ)
defined in eq C.2, which is related to the fraction of reference
configurations contributing significantly to the extrapolation
values. The formalism corresponding to the development in a
Taylor series, limited to the first order, i.e., of a linear
extrapolation, is summarized in Appendix B. The ensemble
averages in eqs B.2, B.4, and B.5 give the derivatives of the
thermodynamic parameters for binding with respect toλ, d∆Ab/
dλ, d∆Ub/dλ, and d∆Sb/dλ, at the reference (λo) point.
The equilibrium is likely to be most sensitive to the variation

of two types of model parameters: the atomic charges within
the amino groups and the hydroxyl groups (including the
R-carbon), and the force constants of the torsional potential
energy terms chosen for the C-C-O-H and C-C-N-H
dihedral angles. It is possible to evaluate the dependence of
the thermodynamic observables on these parameters. The
dependence of the thermodynamic parameters for binding,∆Ab-
(λ), ∆Ub(λ), and-T∆Sb(λ) as estimated by the perturbation
formalism, is displayed in Figure 5a,b for simulations A and
B, whereλ is a scaling factor applied to the chargesqH(N) )
-1/2qN of the hydrogens in the amino groups (i.e., the reference
state,λo ) 1, corresponds to (qH(N))o ) -1/2(qN)o ) 0.415 e).
The corresponding linear extrapolations calculated by using eqs
B.2, B.4, and B.5 are also displayed. The homogeneity
functions,h(λo,λ), calculated separately for the bound and free
states in both cases, are displayed in Figure 5c. The perturbation
formula predicts a continuous increase in∆Ub when λ is
decreased, up to a value of-7.4 (simulation A) or-3.6 kJ/
mol (simulation B) atλ ) 0. These values would be expected
to be very close to zero, since the only diol-diamine interaction
still present atλ ) 0 is the Lennard-Jones interaction, which is
small in magnitude. On the other hand, a continuous decrease
in -T∆Sb is predicted whenλ decreases, down to a value of
6.2 (simulation A) or 2.7 kJ/mol (simulation B) atλ ) 0. If
the solute-solute Lennard-Jones interactions are neglected, this
value would be expected to be close to

which evaluates to 10.4 kJ/mol. The underestimations by the
perturbation formula of both∆Ub(λ)0) and-T∆Sb(λ)0) sum
to give∆Ab(λ)0) values of-1.3 (simulation A) and-0.9 kJ/
mol (simulation B), which are very close to zerosand thus,
unrealistic. On the other hand, when moving to higher charges,
a rapid decrease in the binding energy is expected and observed.

(44) Buchanan, G. W.; Webb, V. L.Tetrahedron Lett.1983, 24, 4519-
4520.

(45) Liu, H.; Mark, A. E.; van Gunsteren, W. F.J. Chem. Phys.1996,
100, 9485-9494.

Figure 4. Cumulative time averages of (a)Kb, from eq 5, (b)∆Ab,
from eq 6, (c)∆Ub, from eq 10, and (d)∆Sb, from eq 11 (s) for the
equatorialR/R5 case (simulation A) and (- - -) for the equatorialR/S5
case (simulation B). Small, high-frequency fluctuations in∆Ub and
∆Sb are smoothed out by averaging the obtained curves over 0.5 ns.

X(λ) ) 〈x(qb,pb;λ)〉λ )
∫∫dqb dpb x(qb,pb;λ)e-H(qb,pb;λ)/kBT

∫∫dqb dpb e-H(qb,pb;λ)/kBT
(12)

-T∆Sb(λ)0)≈ -kBT[ln(4π
3

êcut
3 ) - ln Vbox] (13)
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It is however initially partially compensated by an increase in
-T∆Sb so that the overall effect is a smooth decrease of∆Ab.
Above λ ) 1.3-1.4 (30-40% increase in the charges), the
extrapolation curves become unrealistic, as is evidenced by the
homogeneity functionsh(λo,λ) in Figure 5c. For both diaste-
reomeric pairs, the curve corresponding to the free state is higher
than that for the bound state, in agreement with the fact that
the potential energy in the free state is weakly dependent on
the charges. On the other hand, the rapid decay of the bound
state curves whenλ g 1.4 indicates that bound conformations
generated atλo ) 1 become rapidly irrelevant for a more highly
charged system, and the curves presented in Figure 5a,b will
not be reliable above this value. Whereas singly hydrogen-
bonded species are dominant in both simulations A and B at
the reference state (see the next two subsections), higher charges
may result in doubly hydrogen-bonded species increasing in
importance. The shape of the confidence function for the two
diastereomeric pairs is different, the conformations of the
reference ensemble (for both free and bound states) becoming
irrelevant at lowerλ values in simulation B than in simulation
A. The opposite behavior (not shown) is observed when the
charges of the hydroxyl group are varied, although evolution
of the parameters for binding is qualitatively similar to what is
observed in Figure 5a,b.
The fact that, over the wholeλ range, the∆Ub term is higher

in simulation B than in simulation A and the-T∆Sb term lower

indicates that there is no hope of reproducing the experimental
thermodynamic parameter difference between the two diaster-
eomeric pairs, within the range of validity of the perturbation
formula, by a tuning of theqH(N) andqN charges. Note also
that belowλ ) 1.5, the∆Ab curve in simulation A is everywhere
lower than that in simulation B, but at most by 1.7 kJ/mol (λ )
1.3). It might be that unexpected changes in theR/S5 complex
occur above the value ofλ ) 1.5, which would open the
possibility that increased charges may result for this pair in a
new conformation more compatible with experimental results.
An additional simulation would be required to assess this
possibility. Very similar graphs (not shown) are obtained if
the chargeqH(O) of the protons on the oxygens is varied (keeping
the ratio (qH(O) - qO)/(qO - qCR) constant).
Comparison of parts a and b of Figures 5 and part c of Figure

5 indicates that the domain of validity of the perturbation
formula is larger than that of a linear approximation to it. This
is especially true when the charges are decreased. The
dependence of the thermodynamic quantities onλ is nonlinear
and the perturbation formula performs quite well. The values
of the first derivatives from eqs B.2, B.4, and B.5, calculated
over the overall simulation time for the four simulations, are
reported in Table 1 for two selected force field parameters
mentioned above (qH(N) andqH(O)), as well as forλ ) ktors(C-
C-O-H), the force constant for the hydroxyl group dihedral
angle potential energy terms. In this latter case, the dependence
of the thermodynamic observables on the the force-field
parameters is negative and very small. An increase in the force
constant by a factor 10 would decrease the∆Ub term by 1.9
(simulation A) or 1.5 kJ/mol (simulation B) and increase the
-T∆Sb term by nearly the same amount, so that the overall
impact on the binding free energy is close to zero. Thus, this
force constant does not seem to be an essential parameter of
the model with respect to binding. Finally, the thermodynamic
observables for simulation A are more sensitive to charge
changes than those for simulation B.
Lifetimes of the Complex and Hydrogen Bonds.To gain

insight into the time scales of complex formation and dissocia-
tion, the distribution of the lifetimes of the complexes was
calculated. An excursion time,tex, defined as the maximal time
the distance criteriumê < êcut ()0.5 nm) may be violated before
considering the bound period as interrupted, has to be chosen.
With use oftex ) 0, a single configuration withê > êcut would
result in a new complex being counted, and the average lifetime
for the complex is close to 15 ps for both 100-ns simulations,
despite the longest lifetimes being of the order of 400-500 ps.
The histogram of lifetime distributions (25-ps blocks) corre-
sponding totex ) 2 ps is given in Figure 6 for simulation A.
Results for simulation B are similar. In both cases, lifetimes
of less than 25 ps are dominant, with occurrences in the
simulation of 172 and 152, respectively, per 100 ns. Isolated
occurrences of lifetimes ranging from 1 to 3 ns are observed,
but no statistically meaningful conclusions can be made about
them. In all cases, most frequently occurring residence times
are between 0 and 0.2-0.25 ns whereas the average residence
times are 176 and 206 ps for simulations A and B, respectively.
The lifetime of the complex may therefore be estimated to be
of the order of 200 ps.
The lifetime of a single hydrogen bond can be roughly

estimated by the decay timeτ of the autocorrelation function
corresponding to the C-C-O-H dihedral angle, that is

whereφ(t) is the dihedral angle value at timet. These functions
were calculated separately for the dihedral angleφmin(t) corre-

Figure 5. (a) EquatorialR/R5 case (simulation A) and (b) equatorial
R/S5 case (simulation B): estimates of the variation of the thermody-
namic parameters for binding as a function of the the ratioλ ) qH(N)/
(qH(N))o, whereqH(N) ) -1/2qN is the charge of a hydrogen in the amino
group and (qH(N))o ) -1/2(qN)o ) +0.415 e is the (reference) charge
used in the actual simulation (i.e., atλ ) λo ) 1). The thick curves
represent perturbation estimates by eqs A.3, A.4, and 11 of∆Ab(λ)
(s), ∆Ub(λ) (- -), and-T∆Sb(λ) (- - -). The thin curves represent
the corresponding first-order derivative (linear) estimates by eqs B.2,
B.4, and B.5. (c) Homogeneity functionh(λo,λ) from eq C.2 for
simulation A, bound state (b) or free state (O), and simulation B, bound
state (9) or free state (0). Right portion of part c: indicative percentage
of configurations,n/Nframes, contributing significantly to the perturbation
estimate corresponding to the value ofh(λo,λ) according to eq C.3.

C(t) ) 〈cos(φ(t) - φ(0))〉 (14)
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sponding to the hydroxyl group with the shortest H(O) to N
distance (i.e.ê) and the other dihedral angle,φmax(t). Averaging
has been performed either over all the conformations or
restricted to those satisfyingê(t) < 0.5 and 0.3 nm, respectively.
The six corresponding curves are displayed in Figure 7 for
simulation A. Results for simulation B are similar. In both
cases, the decay times of the correlation functions are between
4.2 and 7.7 ps. The long-time offset inφmin(t) increases
significantly when the averaging is limited to lowê values
(bound state), whereas that ofφmax(t) does not. This indicates
that there is most often a single strong H(O)fN hydrogen bond

in the bound state, the other hydroxyl group being essentially
free to rotate. The average lifetime of a single hydrogen bond
in the simulations A and B can thus be estimated to be of the
order of 5 ps.
Hydrogen-Bonding Patterns. A systematic analysis of the

hydrogen-bonding patterns occurring during the simulations was
performed for simulations A and B. A hydrogen bond is
assumed to exist between donor D-H and acceptor A if the
distanced(H(D)‚‚‚A) is smaller than 0.25 nm and the angle
∠(D-H‚‚‚A) is larger than 135°. There are four donors and
four acceptors in the system and thus formally as many as 24·3

) 4096 possible hydrogen bonding categories (including
intramolecular hydrogen bonds). Among these, 198 patterns
are not equivalent by symmetry and do not involve “return”
hydrogen bonds (i.e. from D to A and from A to D at the same
time). Among these, only 24 (simulation A) or 25 (simulation
B) patterns are actually observed during the simulation. The
most populated of them (>0.5% occurrence) are reported in
Table 2, together with the corresponding estimated thermody-
namic parameters for binding. From these results, it is quite
evident thatRs andS5 bind toR in essentially the same way.
Slight differences in the populations and binding parameters
can be seen, but no global trend can be clearly identified. In
both cases, besides the unbound state, the singly bonded
complex is strongly dominant, with a clear preference for a
OfN hydrogen bond, which is entropically slightly less
favorable (8-11 J/(mol‚K)) but enthalpically much more stable
(5-6 [kJ/mol]) than the single NfO hydrogen bond. The
thermodynamic parameters for these singly hydrogen-bonded
species determine almost entirely the binding parameters for
the overall equilibrium (Table 1). As expected, additional
hydrogen bonds imply a decrease in the binding entropy.
Whereas single bonded species share a-∆Sb of about 40-50
J/(mol‚K), bridged O species (mainly the NfOfN pattern)
share a-∆Sb of about 60-70 J/(mol‚K) and bridged N species
(mainly the OfNfO pattern) a-∆Sb of about 80-100
J/(mol‚K), which is consistent with a progressive loss of
rotational freedom between the two molecules. The NfOfN
is favored over the OfNfO pattern exclusively for entropic
reasons. A whole variety of patterns involving both amino and
both hydroxy groups coexist in small amounts at equilibrium.
Their-∆Sb value is generally still higher, of the order of 90-
125 J/(mol‚K), indicating a quasi total freezing of the rotational
freedom between the molecules. Among these doubly hydrogen-
bonded species, the most frequently occurring patterns are
OfN,OrN and (to a lesser extent) OfN,OfN. Snapshots
from simulations A and B representing the minimum electro-
static energy structures corresponding to both of these patterns
are displayed in Figure 8a-d. The binding entropies for bridged
N and doubly hydrogen-bonded species are in the range of
experimental results for theR/S5 complex (Table 1). The
binding energy changes for species having a∆Sb matching the
experimental values either in benzene or in CCl4 are, however,
still about 10 kJ/mol higher. According to the simulation results,
these states would become dominant only at temperatures of
the order 150-200 K. Using the distance and angle criterium
mentioned above, intramolecular hydrogen bonds are never
observed.
Dihedral Angle Distributions. The distributions of the diol

O-C-C-O and diamine N-C-C-N dihedral angles corre-
sponding to the bound and unbound states are displayed in
Figure 9 for theR/R5 case (simulation A). As a result of the
puckering of the five-membered ring, the O-C-C-O dihedral
angle distribution (Figure 9a) is broad, extending from about
50° to 170°, with a dominant conformation at 80°. Binding to
R somewhat favors this dominant conformation at the expense

Figure 6. EquatorialR/R5 case (simulation A): histogram of the
residence times distribution. The occurrences are calculated over 25-
ps windows, using a value of 2.0 ps for the allowed excursion time
(tex). The number at the right of the first (truncated) bar in the graph
indicates its occurrence.

Figure 7. EquatorialR/R5 case (simulation A): C-C-O-H dihedral
angle cosine autocorrelation functions. In part a, the dihedral angle
φmin(C-C-O-H) corresponding to the minimal H(O) to N distance
()ê) is considered, in part b, the other dihedral angleφmax(C-C-O-
H) is considered. The function is displayed for all conformations (s),
selected conformations withê(t) < 0.5 nm (- -), and selected
conformations withê(t) < 0.3 nm (- - -).
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of those with a higher dihedral angle value. The N-C-C-N
dihedral angle distribution (Figure 9b) is sharper and peaks
around the ideal value of 60° for a staggered conformation.
Binding toR5 results in a slight broadening of the distribution.
Very similar distributions and distribution changes upon binding
are observed in theR/S5 case (not shown).

Discussion

Analysis of the C-C-O-H dihedral angle cosine autocor-
relation function and of the hydrogen-bonding patterns present
at equilibrium showed that for both diastereomeric forms, the
dominant species observed in the simulations are the ones
containing a single OfN hydrogen bond, and to a lesser extent,
the one with a single NfO hydrogen bond. This is expected
to be correct in theR/R5 case since a good agreement with the
experimental values in benzene is observed. The agreement
with the results in CCl4 is poorer, but it should be recalled that
the solvent used in the simulations is an extremely simplified
model of apolar solvent, which properties might actually be
closer to those of benzene than to those of CCl4. The
experimental thermodynamic parameters for theR/S5 case seem

more consistent with a predominance of doubly hydrogen-
bonded species. These species are indeed seen in the simulation
and their binding entropies are consistent with the experimental
results. However, their∆Ub values are about 10 kJ/mol higher
than the experimental values, and they are thus present in minor
quantities. The mono-hydrogen-bonded species still dominates
the equilibrium in this case. If one assumes that doubly
hydrogen-bonded species dominate in the real system and
determine the experimental value of∆Ab ) -6.8 (benzene) or
-10.0 kJ/mol (CCl4) in theR/S5 case, it seems puzzling that a
singly hydrogen-bonded species determines experimentally a

Table 2. Hydrogen Bonding Patterns Present at Equilibrium During Simulations A and B, and Accounting for More Than 0.5% of the
Trajectory Framesa

equatorialR/R5 complex (simulation A) equatorialR/S5 complex (simulation B)

pattern
occurrence

(%)
Kb

(1/M)
∆Ab

(kJ/mol)
∆Ub

(kJ/mol)
∆Sb

(J/(K‚mol)
occurrence

(%)
Kb

(1/M)
∆Ab

(kJ/mol)
∆Ub

(kJ/mol)
∆Sb

(J/(K‚mol)

total free state 54.2 0.0 57.9 0.0

OfN 20.9 17.4 -7.1 -21.1 -47.0 20.1 14.7 -6.7 -21.2 -48.9
NfO 7.7 6.4 -4.6 -16.1 -38.7 7.4 5.4 -4.2 -15.4 -37.7

total singly bonded 28.6 23.8 -7.9 -19.7 -39.9 27.5 20.1 -7.4 -19.7 -41.0

NfOfN 6.7 5.6 -4.3 -25.3 -70.7 6.8 5.0 -4.0 -24.8 -69.8
total bridged O 6.9 5.7 -4.3 -25.1 -69.6 6.9 5.0 -4.0 -24.6 -68.9

OfNfO 2.1 1.7 -1.3 -25.4 -80.6 1.8 1.3 -0.7 -24.9 -81.5
OfNrO 0.6 0.5 1.7 -27.9 -99.4 0.6 0.4 2.2 -27.8 -100.6

total bridged N 2.7 2.2 -2.0 -25.9 -80.2 2.4 1.7 -1.4 -25.6 -81.3

OfN,OrN 4.0 3.3 -3.0 -29.8 -90.0 3.3 2.4 -2.2 -29.1 -90.4
OfN,OfN 1.6 1.3 -0.7 -33.6 -110.5 1.0 0.7 0.9 -30.6 -105.6
OfNfOfN 0.9 0.7 0.8 -36.4 -124.9 0.5 0.4 2.5 -33.0 -119.1
OrNrOrN 0.6 0.5 1.9 -32.3 -114.5 <0.5

total doubly bonded 7.6 6.4 -4.6 -31.4 -90.0 5.3 4.0 -3.4 -29.5 -87.8
aOccurrence is the occurrence in the simulation. Pattern is the hydrogen-bonding pattern: DfA or ArD indicates a hydrogen bond from

donnor D to acceptor A, a comma indicates that another N/O pair is involved.Kb is the equilibrium constant for binding calculated as follows:
[species with specified pattern]/[free species]2. ∆Ab is the corresponding Helmoltz free energy of binding, from eq 6.∆Ub is the internal energy
change upon binding, from eq 10, withUb equal to the average energy of the species with the specified pattern.∆Sb is the entropy change upon
binding, from eq 11. Values for the free state are not given since they do not correspond to a physical equilibrium. The criterium for a hydrogen
bond between D and A isd(H(D)‚‚‚A) < 0.25 nm and∠(D-H‚‚‚A) > 135°. Quantities are also calculated for groups of similar patterns in the
“total” lines.

Figure 8. (a, b) EquatorialR/R5 case (simulation A) and (c, d)
equatorialR/S5 case (simulation B): snapshots from the simulations
representing the minimum electrostatic energy structure corresponding
to (a, c) the OfN,OrN hydrogen-bonding pattern,VCb ) -11.8 kJ/
mol (a) and-7.7 kJ/mol (b), and (b, d) the OfN,OfN hydrogen-
bonding pattern,VCb ) -25.0 kJ/mol (b) and-16.4 kJ/mol (d).

Figure 9. EquatorialR/R5 case (simulation A): normalized probability
distribution of (a) the O-C-C-O dihedral angle inR5 and (b) the
N-C-C-N dihedral angle inR, for the bound (s) state (ê(t) < 0.5
nm) and for the unbound (- -) state (ê(t) g 0.5 nm).
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value of∆Ab ) -9.3 (benzene) or-11.5 kJ/mol (CCl4) in the
R/R5 case. This would mean that the (hypothetical) singly
hydrogen-bonded species in theR/S5 case has a∆Ab greater
than the experimentally observed∆Ab for this complex, and
thus must be destabilized by more than 2.5 (benzene) or 1.5
kJ/mol (CCl4) with respect to its homologue in theR/R5 case.
Such a destabilization is difficult to account for with use of
purely steric considerations and is indeed not observed in the
simulation. Therefore, other than steric arguments should be
considered to explain the observed differences.
First, the solvent that has been used in the simulations has a

relative dielectric permittivity of 1 compared to46 2.28 for
benzene and 2.24 for CCl4 at 293 K. This would affect the
equilibrium constants for both diastereomeric pairs, but it is
unlikely that dielectric effects alone induce a high enantiose-
lectivity. Furthermore, the differences observed between the
experimental results in benzene and CCl4 cannot be rationalized
in terms of dielectric effects since the two solvents have nearly
the same dielectric constant. Alternatively, it is possible that
the solvent interacts specifically with the solute. It is known
that benzene can form hydrogen bonds.47-49 Values for the
strengths of OH or NH hydrogen bonds to benzene reported in
the literature are of the order of50 8.5 to 17 kJ/mol. From
rotational spectra of the water-benzene dimer, the interaction
energy has been estimated51 to be of the order of 6.8-11.6 kJ/
mol. Ab initio calculations on the water-benzene dimer in
vacuum give an estimate of 15.6 kJ/mol for the binding energy.52

For the ammonia-benzene dimer an upper bound of about 10
kJ/mol for the binding energy has been suggested.53 Thus
specific solute-benzene interactions might play a role in the
equilibrium under study. However, such specific solute-solvent
interactions are not likely to play a significant role in the CCl4

case, and thus cannot alone explain the enantioselectivity
observed in both solvents. Finally, the solvent model used in
the simulations consists of isotropic “molecules”, whereas the
real solvents do not. The formation of different hydrogen-
bonded species in the complex may thus result in the breakdown
of the liquid packing and orientational structure to a different
extent (excluded volume effects). If such specific solvent-
solvent interactions play a significant role in the considered
equilibria, they are clearly out of reach of our simplified model.
Second, the occurrence of higher ordern:n clusters withn*

1 may also change the characteristics of the equilibrium and
invalidate the analysis of the raw experimental data. The
binding entropy and enthalpy for such clusters of more than
two molecules can be expected to be quite negative and their
occurrence only in theR/S5 case would be a possible rational-
ization of the experimental trends. It is worth noting that the
closely related pairsR, or its enantiomerS, together withS6
may spontaneously self-assemble to form stable 1:1 co-crystals,
with melting points of 65 and 79°C, respectively, in which
nearly all the hydrogens are engaged in hydrogen bonds.54 In

benzene, fast exchange of molecules within the labile adducts
is observed by NMR (-40 to+25 °C). At low temperature,
the co-crystal precipitates from the solution. It might therefore
be possible that higher order clusters also occur at room
temperature for the closely related system under study.
Third, the modeling of the hydrogen bonds by a balance

between (fixed) point charge interactions and Lennard-Jones
repulsions might be insufficiently accurate. The angular
dependence of a hydrogen bond, when treated in this way, might
be underestimated. In the present case, however, this is not
likely to improve the enantioselectivity since the distribution
of angles for the doubly hydrogen-bonded species is closer to
180° in theR/R5 case than in theR/S5 case (results not shown).
Electronic polarization and quantum effects are not accounted
for by using a model with fixed point charges. Hydrogen
bonding involves to some extent a charge redistribution. Thus,
the formation of a first hydrogen bond may enhance or inhibit
the formation of a second one at a close distance.55 Indeed, as
can be seen from Figure 5b, in theR/S5 case, an increase of
the charges of the hydrogens in the amino group by only 0.1 e
would bring the binding energy close to the experimental value
in benzene (although the entropy change would still be about
65 J/(K‚mol) too high). Such electronic effects could only be
evidenced by use of a polarizable interaction function or a
quantum-mechanical treatment of the complex.

Conclusion

The aim of the present study was to compute enantiospecific
thermodynamic parameters of binding for a small complex
directly from molecular dynamics simulations and to compare
these with data measured in different solvents, thereby providing
an interpretation of the experimental results at the molecular
level. To reach the required time scales with an explicit solvent,
a simplified solvent model was used. For one of the diaster-
eomeric pairs, the results are in close agreement with experi-
mental results in benzene (and in rough agreement with the
values measured in CCl4). However, the calculations could not
reproduce the difference observed experimentally between
different diastereomeric pairs. This can be due to either (i) the
inaccuracy of the model parameters or (ii) the assumptions
inherent to the model itself. The first possibility was investi-
gated by statistical extrapolation of the change in thermodynamic
observables with respect to force-field parameters. It was found
that a change in charge or torsional parameters of the model,
within the limit of validity of the perturbation extrapolation, is
not likely to improve the agreement with the experimental
difference in binding enthalpy and entropy. Other effects, such
as specific solute-solvent interactions, the breakdown of
specific solvent-solvent interactions around the complex, the
formation of clusters of more than two molecules, or electronic
charge redistribution effects, might therefore play a role.
Due to the long time scale reached in the simulations (up to

0.1µs), a detailed and well-converged picture of the dynamics
and species present at equilibrium was obtained. The lifetime
of the complex is of the order of 200 ps whereas the lifetime of
a single hydrogen bond is much shorter, of the order of 5 ps.
Apart from the unbound state, the dominant species for both
diastereomeric pairs is a singly hydrogen-bonded complex. A
clear preference for a OfN hydrogen bond over the NfO
hydrogen bond is observed.
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Appendix A

Here, the perturbation formula56 approach for extrapolating
an observableX(λ) at a given valueλ of a force-field parameter,
using data from a reference simulation atλo, is described and
applied with∆Ub,∆Ab, and∆Sb as observables. This formalism
has also been used to calibrate the reaction field dielectric
permittivity by using the dielectric constant as an observable.57

The value ofX(λ) is extrapolated from ensemble averages
performed at the reference state,λo, using the formula

whereX(λ) is the value ofX extrapolated atλ, qb and pb are the
generalized coordinate and momentum (6N dimensional) vectors
representing the system,kB is Boltzmann’s constant,T is the
(absolute) temperature,〈...〉λ denotes averaging over an ensemble
generated at a given value ofλ, and we define

and

Here,H(qb,pb;λ) is theλ-dependent Hamiltonian (total energy)
of the system andV(qb;λ) is the corresponding total potential
energy. If the kinetic energy is independent ofλ and qb, and
x(qb,pb;λ) is independent of pb, the Hamiltonian in (A.1) may be
replaced by the potential energy. The perturbation estimate for
∆Ab(λ) is obtained by applying eq A.1 to the ensemble averages
of eq 3 and inserting the resulting expressions into eq 6, which
leads to

wherehb≡ hb(ê′(τ); êcut), hf ≡ 1- hb(ê′(τ); êcut), ∆V≡ ∆V(qb;
λo,λ), êcut ) 0.5 nm, and〈...〉 denotes ensemble averaging over
the complete trajectory at the reference (λo) state and〈...〉bound
and 〈...〉free averaging restricted to the bound and free states,
respectively. The perturbation estimate for∆Ub(λ) is obtained
by applying eq A.1 to the ensemble averages of eqs 8 and 9

and inserting the resulting expressions into eq 10, which leads
to

whereV ≡ V(qb(τ); λ) is the (nowλ dependent) total potential
energy of configurationτ in the simulation. The perturbation
estimate for∆Sb(λ) can be obtained from eq 11.

Appendix B

Here, the Taylor expansion approach for extrapolating an
observableX(λ) at a given valueλ of a force-field parameter,
using data from a reference simulation atλo, is described and
applied with∆Ub,∆Ab, and∆Sb as observables. This formalism
has also been used to perform sensitivity analysis and principal
component analysis in free energy calculations on blocked
dipeptides.58,59 In this approach,60 eq 12 is differentiated with
respect toλ as many times as required, and a polynomial
approximation toX(λ) is generated by using a Taylor series at
λo. In the present work, we shall limit ourselves to the first-
order derivative. Under the assumption that the kinetic energy
is independent ofλ and qb, andx(qb,pb;λ) is independent of pb, the
first derivative reads

whereV(qb; λ) is the total potential energy of the system, and
〈...〉 denotes ensemble averages performed atλo. The first term
in (B.1) is the ensemble average of the explicit derivative of
x(qb; λ) with respect toλ. The second term involves the
covariance betweenx(qb; λ) and the derivative of the total
potential energy respective toλ.
Applying eq B.1 to the ensemble averages of eq 3, and

inserting the resulting expressions into eq 6, one obtains

where〈...〉 denotes ensemble averaging over all configurations
at the reference (λo) point, and〈...〉freeand〈...〉boundare restricted
to the free and bound states, respectively.

(56) Zwanzig, R. W.J. Chem. Phys.1954, 22, 1420-1426.
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3174.
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X(λ) ) 〈x(qb,pb; λ)〉λ )
〈x(qb,pb; λ)e-∆H(qb,pb;λo,λ)/kBT〉λo

〈e-∆H(qb,pb;λo,λ)/kBT〉λo

(A.1)

∆H(qb,pb; λo,λ) ) H(qb,pb; λ) - H(qb,pb; λo)

∆V(qb; λo,λ) ) V(qb; λ) - V(qb; λo) (A.2)

∆Ab(λ) ) -kBT[-ln co + ln
〈hbe

-∆V/kBT〉

〈e-∆V/kBT〉
- 2 ln

〈hfe
-∆V/kBT〉

〈e-∆V/kBT〉 ]
) ∆Ab(λ

o) - kBT[ln〈e-∆V/kBT〉 +

ln
〈hbe

-∆V/kBT〉
〈hb〉

- 2 ln
〈hfe

-∆V/kBT〉
〈hf〉 ]

) ∆Ab(λ
o) - kBT[ln〈e-∆V/kBT〉 +

ln〈e-∆V/kBT〉bound- 2 ln〈e-∆V/kBT〉free] (A.3)

∆Ub(λ) )
〈Vhbe

-∆VkBT〉

〈hbe
-∆VkBT〉

-
〈Vhfe

-∆VkBT〉

〈hfe
-∆VkBT〉

)
〈Ve-∆VkBT〉bound

〈e-∆VkBT〉free
-

〈Ve-∆VkBT〉free
〈e-∆VkBT〉free

(A.4)

dX(λ)
dλ

) 〈∂x(qb; λ)
∂λ 〉 - 1

kBT
[〈x(qb; λ)

∂V(qb; λ)
∂λ 〉 -

〈x(qb; λ)〉〈∂V(qb; λ)
∂λ 〉] ) 〈∂x(qb; λ)

∂λ 〉 - 1
kBT

〈(x(qb; λ) -

〈x(qb; λ)〉)(∂V(qb; λ)
∂λ

- 〈∂V(qb; λ)
∂λ 〉)〉 (B.1)

d∆Ab
dλ
|λo ) -kBT[Rbound

-1 dRbound

dλ
- 2Rfree

-1 dRfree

dλ ]
) 〈∂V∂λ〉 + 〈hb〉

-1〈hb ∂V∂λ〉 - 2〈hf〉
-1〈hf ∂V∂λ〉

) 〈∂V∂λ〉 + 〈∂V∂λ〉bound- 2〈∂V∂λ〉free (B.2)
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Applying eq B.1 to the ensemble averages of eq 8 one obtains

A similar result is obtained for the free state, and calculation of
d∆Ub(λ)/dλ through eq 10 is straightforward

Finally, d∆Sb(λ)/dλ is obtained by differentiating eq 11 and
inserting eqs B.2 and B.4

The first derivatives of the thermodynamic parameters for
binding with respect toλ (at λo), under the assumptions
mentioned above, can be calculated by using eqs B.2, B.4, and
B.5.

Appendix C

It is useful, when performing extrapolations through the
perturbation formula, to have a measure of the confidence one
can have in the estimates obtained. To this end a so-called
homogeneity functionh(λo,λ), where λ is the extrapolation
parameter andλo its value in the reference simulation, is defined

which allows an assessment of the quality of an extrapolation
based on the perturbation formula (Appendix A). In the
ensemble average leading toX(λ) in eq A.1, configurations qb
of the reference simulation are weighted by a factor

Whenλ ) λo, this factor is equal to unity for all configurations
qb. For otherλ values, values of f(qb(τ); λo,λ) uniformly close
to one will be characteristic of good sampling, whereas a
majority of values close to zero with only a few large values
for a few configurations will indicate poor sampling. This can
be quantified by the homogeneity function

The function h(λo,λ) is related to the fraction of reference
configurations,n/Nframes, that contribute significantly to the
ensemble average used in the extrapolation. If one assumes
thatn configurations (over a total numberNframes) are contribut-
ing with equal weight f(qb(τ); λo,λ) ) 1/n, and all the others are
not contributing, it is easily seen that

If in addition n ) Nframes, that is if all reference configurations
are equally weighted in the ensemble average of eq A.1,h(λo,λ)
is unity. If insteadn ) 1, that is if a single configuration is
highly weighted and the others not contributing,h(λo,λ) is zero.
Whenh(λo,λ) is below 0.7, the ration/Nframesdrops rapidly from
10% to zero. Thus, a reasonable criterion for the reliability of
the extrapolation is a value ofh(λo,λ) larger than 0.7. This
criterion is, however, not sufficient, since the property may be
sometimes relatively insensitive to the fraction of contributing
configurations.

JA970503D

dUb

dλ
|λo ) 〈hb〉

-2[[ ddλ
〈hbV〉]〈hb〉 - 〈hbV〉 [ ddλ

〈hb〉]]
) 〈hb〉

-1〈hb ∂V∂λ〉 - 1
kBT[〈hb〉

-1〈hbV ∂V∂λ〉 -

〈hb〉
-2〈hbV〉〈hb ∂V∂λ〉]

) 〈∂V∂λ〉bound- 1
kBT[〈V

∂V
∂λ〉bound-

〈V〉bound〈∂V∂λ〉bound] (B.3)

d∆Ub

dλ
|λo ) 〈∂V∂λ〉bound- 〈∂V∂λ〉free- 1

kBT[〈V
∂V
∂λ〉bound-

〈V∂V∂λ〉free- 〈V〉bound〈∂V∂λ〉bound+ 〈V〉free〈∂V∂λ〉free] (B.4)

d∆Sb
dλ
|λo ) 1

T[〈∂V∂λ〉free- 〈∂V∂λ〉] - 1

kBT
2[〈V ∂V∂λ〉bound-

〈V ∂V∂λ〉free- 〈V〉bound〈∂V∂λ〉bound+ 〈V〉free〈∂V∂λ〉free] (B.5)

f(qb; λo,λ) )
e-∆V(qb(τ);λo,λ)/kBT

∑
i)1

Nframes

e-∆V(qb(τ);λo,λ)/kBT

)
e-∆V(qb(τ);λo,λ)/kBT

Nframes〈e
-∆V(qb(τ);λo,λ)/kBT〉λo

(C.1)

h(λo,λ) ) 1- 1

(Nframes- 1)1/2
〈[Nframesf(qb(τ); λo,λ) - 1]2〉λo

1/2

(C.2)

h(λo,λ) ) 1- [ Nframes- n

n(Nframes- 1)]1/2 (C.3)
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